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Abstract—A method is developed for the identification of the dynamic properties of nonlinear viscoelastic
materials using transient response information arising from impact tests. The solutions of the identification
problem and that of the associated nonlinear wave propagation problem are shown to be coupled. They are
accomplished via application of the method of lines. the Runge-Kutta-Pouzet integration scheme with
automatic step size control and Powell’s method of unconstrained optimization. Numerical experiments are
performed to demonstrate the feasibility. accuracy and stability of the solution procedure established. and
wave propagation experiments are conducted to investigate the applicability of the method to a real physical
system. The results are of particular interest in the modeling of nonlinear viscoelastic materials and the
identification of systems governed by nonlinear hyperbolic partial-integro-differential equations.

INTRODUCTION

The recent developments of constitutive theories in continuum mechanics have resulted in many
highly complicated functional relations characterizing material behavior. The practical
application of these sophisticated constitutive models has been restricted by the lack of
knowledge of parameters or functions appearing in the functional relations on the one hand, and
by the difficulty associated with the solution of the resulting nonlinear boundary (or
initial-boundary) value problems on the other. Numerical methods for solving the direct problem
(i.e. the boundary or initial-boundary value problem) have been extensively studied, and some of
them, e.g. the finite element method, have emerged as very powerful tools. The inverse problem
of determining the unknown parameters or functions characterizing the materials via realistic
information (e.g. experimental data), however, has been less developed by researchers in the
field, although the importance of this problem has been emphasized and solution methods
investigated in recent years by Sackman and Kaya[l} Distefano[2.3], Distefano and Pister[4],
Pister[5], etc.

In[1], Sackman and Kaya laid down the analytical bases for the direct determination of the
short-time portion of creep and relaxation functions of linear viscoelastic materials, utilizing
measurement of a response quantity at two different locations in the medium, or measurements
of two different response quantities at the same location. Kaya carried out some numerical and
experimental studies in his dissertation[6] following[1]. Considering a similar linear viscoelastic
constitutive relation, as in[1], but assuming data to be available in the form of stress-strain pairs,
Distefano(2] formulated the identification problem in such a way that creep and relaxation
functions can be obtained by methods of differential approximation and quasilinearization.
Reference[3] extends[2] to the consideration of a nonlinear viscoelastic constitutive relation in
the same spirit. but substitutes a Gauss-Newton iterative scheme for quasilinearization. Other
works using similar methods as in[2] and [3] include[4] and[7]. While the treatment of
identification problems in the realm of the mechanics of continua is fairly recent, a large amount
of earlier and current publications on system identification can be found in connection with
system analysis and adaptive control problems. The recent monograph of Phillipson[8] treats the
state identification problem of linear distributed systems, and that of Sage and Melsa[9] examines
many of the existing techniques for system identification, with emphasis placed on parameter
identification. Many important references on the subject can be found in these two books.

We consider in this paper a class of nonlinear viscoelastic materials whose constitutive
equation is given by a certain nonlinear Volterra integral equation. By means of the procedure
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developed hereinafter. the unknown functions appearing in this equation are identified utilizing
transient response measurements al several stations of the medium. The solution of the
identification (or inverse) problem is shown to be coupled with that of the associated wive
propagation problem, i.e. the prediction (or direct) problem. The feusibility, accuracy and
stability of the procedure are demonstrated by numerical experiments performed using both
uncorrupted and noisy data. and the applicability of the procedure to real physical systems is
demonstrated by wave propagation experiments conducted on a polvethylene specimen. The
need both of a realistic constitutive theory and of a sound identification wlgorithm for practical
modeling is stressed.

It should be noted that in the realm of system identification. treatment of problems involving
partial differential equations has been scarce. The usual treatments have been concerned
mostly with systems governed by ordinary differential equations. and. us pointed out by
Angel[10}, methods devised for these systems are generally not suitable for distributed systems.
Our method here, however, is applicable to systems governed by nonlinear partial differential as
well as partial integro-differential equations.

FORMULATION OF THE PROBLEM
Consider longitudinal wave propagation in a circular cylindrical rod which is initially
quiescent and which is composed of a homogeneous nonlinear viscoelastic material whose
constitutive equation is given by the following nonlinear Volterra integral equation

gt =K(O)Glettn+ | GletsHK'(t - ridr (h

where ¢ and € denote the longitudinal stress and strain, respectively. 7 is the time. K and ¢ are
material functions and a prime indicates the derivative of a function. It is assumed that the effects
of lateral inertia and shear can be neglected and that plane cross-sections remain plane. It is
further assumed that the length of the rod is such as to guarantee that reflected waves would not
arrive at the observation stations during the time period of interest. Thus. during the finite time
interval[0.T]. we consider only the first passage of longitudinal waves travelling down the rod.
The equation of motion is taken to be

do iCu
ax “Pa ar’

where p denotes the density of the rod. assumed constant evervwhere, u the longitudinal
displacement and x the longitudinal spatial coordinate. K and G in eqn (1) are functions assumed
to be continuous, with K at least once differentiable.

Differentiating eqn (2) with respect to x, and making use of the relation € = au/dx (vald for
small strains) we get

Ao e .
P R

Differentiating eqn (1) twice with respect to x. and combining the results with eqn (3). we obtain

pt- ko[ Gia Lt e Z) ]

[ [0 aralZ) |k -

where € and its partial derivatives are functions of x and t outside the integral sign and functions of
x and 7 under the integral sign. Equation (4) is a nonlinear hyperbolic integro-differential equation
of the Volterra type which governs the longitudinal wave propagation phenomenon in the rod.

Now suppose that strain histories are measured at three stations £,. >, and ¥, along the rod.
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designated &(t), €x(t) and &(t), respectively, where O <t < T. The problem we wish to solve is:
Based on these strain measurements, to identify the functions G(e) and K(¢) in egn (1), and to
predict strain histories at other stations of the rod.

THE SOLUTION OF A NONLINEAR WAVE EQUATION
In order to solve the problem posed above, let us first consider solving eqn (4) in the rectangle
O =t=T, x. =x < xx subject to the initial conditions

e(x,0)=§(x.0)= 0.x. <x =xx 5)

and the boundary conditions

e(x,,t)=¢6(1),0=<t=<T
€(Xg,t)=&r(1),0=t=<T (6)

where €._(t) and €x(t) are the known strain histories at the left and right boundaries, respectively.
Supposing that the functions K(t)and G(e) in eqn (4) are known, one way to obtain the numerical
solution to eqns (4)-(6) is by first applying the method of lines[11] to eqn (4), thus approximating it
by a system of nonlinear ordinary Volterra integro-differential equations, and then integrating this
resulting system by the Runge-Kutta—Pouzet scheme[12] equipped with an automatic step size
control mechanism [13] (see [14] and, for recent application of the method of lines,[15] and [16]).

Specifically. to apply the method of lines. we draw a set of straight lines x = x, = x,. + kh
parallel to the ¢-axis in the rectangle, where k =0,1.2.. . ., N+1,and h =(xg —x.)/(N +1). Let
€:(t) be the approximation of €(x;,t) on the straight line x = x, and replace the spatial derivatives
in eqn (4) by the following difference expressions

d’e

F(xk-t)*"%[fk () —2& () + ()]

2 (wt)~g5lec (0 -6 (D) @

Such approximations are of O(h*) and are valid only if the solution to eqns (4)~(6) is sufficiently
smooth. This substitution results in the following system of nonlinear Volterra integro-
differential equations:

dze,' K

p ar ’520)[6'(6,-)(5,-_1 —2¢ + E.'H) +%G”(Ei)(ei--l - Eiol)zl

J'#J- [G’(ei)(fi- =26+ 6, |)+%G"(€i e — €i+l)2]K’(t - 7)dT, (8)
i=12,...N:O=t=T,
where €, = €. and ex., = &, which follow from the boundary conditions(6).
We can readily convert eqn (8) to a system of first order equations which, together with the

initial conditions (5) reads:

de,

0
-6 e 26 ) +1 G e - )
+p’11: J” [G’(Ei)(fi---l -2¢ + €.'+|)+% G'(eNe-— €. I)Z]K’(t —7)dr,

i=12,...N:O=t=<T
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with

e(O)V=86() =00 =12... N i

We then integrate eqn (9) with initial conditions (10) numerically by the Runge-Kutta-Pounzel
scheme with automatic step size control. The solution of eqns (4)-16) by this method has been
successfully carried out in[14]; the results compare favorably with wave propagation cxperi-
ments and, in cases where the wave equation is linear. with those obtained by other numerical
methods.

THE SOLUTION OF THE IDENFIFICATION AND PREDICIION PROBLEN

Recall that €,(1), €-(1) and €&:(¢) are the measured strain histories at stations ¥,, £> and ¥. of the
rod. respectively. We observe that for the portion of the rod which occupies [ xR ithe real
line). €,() and &:.(t) are nothing but the boundary conditions on the two ends. Since the rod is
quiescent at t = (). we have an initial-boundary value problem exactly like that represented by
eqns (4)(6). provided that G(e) and K(#) in eqn (4) are given certain definite specifications. This
direct problem can be solved quite accurately for e{x.t) in the rectangle v, = v = .0 - 1 1'hy
the method described above: in particular. it cun be solved for e(£,.01. O - - T. Clearly.if Gite)
and K(t) were given the correct specifications, we would certainly expect € (£-.11 to be in good
agreement with éxt).

In more precise terms, we may state that the identification problem is to find the best (rie 1 and
K{t) so as to bring e(¥..1) as close to (1) as possible. For a measure of closeness. the [..-norm
appears 10 be a natural choice: note that generally (based on physical experience) there is no
difficulty in realizing the square-integrability of e(f..r) and €(t). or for that matter. of any
function appearing in eqn (4). However. since both é(t) {experimental data) and eif..ti
(calculated by the computer) are usually given by their values at discrete time points. it seems
sensible to define the L.-norm on a finite point set

X =1t elOT) i = 120 M)

rather than on the continuous interval |O.T]. Thus the distance between et X -1 1and €.(£) s given
by lle(Fst) — &), v, or. equivalently. by

\Y}
N ettt - &) (s

This. in fact. is the well-known least squares distance function. Weights mayv be inserted in the
above sum, as is sometimes done. to reflect the varying importance of particular data.

Now. considering the functions G(e)and K(1). let it be assumed that (i) is continuous. and
thus admits the approximation (by virtue of the Weierstrass approximation theorem|[17}:

"

Gle) X ae il

Also. since K(1}is similar to a relaxation function, a customary representation is here adopied.
Kty > be (13

Thus. if P ={du..... dm bo.. ... b Ca, .. .. ¢, } then the identification problem is to find the best
so that the sum of squares (11) attains its minimum value. Since €(£..1,) 1s defined by the salution
of eqns (4)-(6) which depends on the parameters P, the problem can be explicitly stated as
. \ .
m,gn(2le(.\-,.r,-;P)~e1<r.-)l') 14

i

It must be pointed out that at this stage very little is known about the parameters P. hence no
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constraints can be explicitly imposed on them. Equations (4)-(6) are unquestionably a constraint
on the state e(£..t;;P), but they can be considered as a constraint on the parameters only to the
extent that P must be such that the equations are soluble. As long as the equations are soluble the
parameters P should be able to enjoy complete freedom. Unfortunately, at the moment, there is
hardly any nontrivial information available as to what P will not permit a solution of eqns (4)-{6)
If the minimization problem (14) is to be treated as a constrained problem, with eqns (4)-(6)
serving as constraints, then the Langrange multiplier technique may be employed. and the adjoint
equations have to be solved (see (9] for simpler examples). However, due to the complexity of
eqns (4)-(6). and of their approximation by eqns (9)~(10), it is desirable to avoid dealing with
additional equations such as the adjoint equations. We therefore choose to treat (14) as an
unconstrained minimization problem with eqns (4)-(6) serving to define the objective function
rather than as constraints.Thus it is implicitly assumed that no constraints exist among the
parameters, which in turn implies that they are linearly independent. Generally they would be so
only if the approximating forms for G(e) and K{(t) are chosen properly. In practice, not knowing
the constraints even when they do exist may require more initial guesses of the parameter values
to be tried. but hopefully some understanding of the physical situation, and intuition, will lead to
reasonable initial estimates of the parameters.

In selecting an efficient algorithm to deal with this unconstrained minimization problem,
considerations are given to: (i) The objective function in (14) assumes the form of a sum of
squares. i.e. {14} is a least squares minimization problem: (ii) The objective function {in
particular, e(%..t::P) in eqn (14)) is defined by the solution of the nonlinear hyperbolic
integro-differential equation (4) with initial boundary conditions given by eqns (5) and (6), and
obtaining a numerical solution by means of a computer is rather time consuming. Thus it is highly
desirable to limit the number of times that these equations have to be solved; (iii) If gradients of
the objective function are required, their exact evaluations would require solutions of equations
similar to eqns {4)-(6). and computing time is again a serious problem. Therefore. it will be
advantageous if ways can be found to avoid exact evaluation of the gradients, i.e. to avoid
computation of the derivatives. One of the few efficient algorithms currently available which
fulfills all these considerations is that of Powell. A detailed description of this algorithm can be
found in [I8] or [14]; the latter publication also examines the suitability of the method of
quasilinearization for the present problem.

Using Powell’s algorithm. the minimization problem(14) can be successfully carried out, as
will be shown by results presented in the sequel. Thus, the best parameters P will be found
which, in turn, will determine the best G(e) and K(t) via eqns (12) and (13), and the solution of
eqns (4)-(6) at x = £, will be in the closest agreement with experimental measurement at that
station. in the sense of the L,-norm defined or, equivalently, in the least squares sense. With the
functions G(e) and K(t) so identified, a prediction of e(x,t) for xe[£,.[]and O <i =T can be
readily obtained by solving eqns (4)-(6). using for the left boundary condition the strain history
measured at x = . and using for the right boundary condition zero at x =1’ > >[; how much
bigger [’ should be than [ depends on how close x =1 is to the position x where €(x.t) is wanted
and how big the time interval of interest {O.T] is. the idea being to eliminate at the position x of
interest, reflections coming from the end x =1'.

It should be noted that the above procedure for solving the identification and prediction
problem can still be executed even if strain measurements were only made at two stations, say £,
and %.. In this case. the right boundary condition would be taken as zero at some f, located
sufficiently far away from X.. Obviously. the bigger the interval [X,. X,), the more computational
work will be required; on the other hand, &,, £> and £; should be sufficiently far apart so that
measurements made at these stations may, by means of the differences among them that reflect
the evolution of the disturbance as it travels in the system, embody rich enough information to
effect a good solution of the problem. These are points to be heeded during the design of the
experiments. Also. if more than three measurements are made, say four at X,. %, £. and X, then
measurements at £, and £, can be taken as boundary conditions. and those at &, and £. can be
used in an expression similar to that in expression (11) as the distance function.

An alternative solution involving a system of ordinary differential equations instead of one of
integro-differential equations is possible, if K(f) is to be approximated by the sum of
exponentials (13). This is demonstrated for simple cases in[14], where very good results were
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obtained. However. such formutations generally require higher order numerical differentiation of
experimental data. which is usually to be avoided.

NUMERICAL EXPERIMENTATION
In order to demonstrate the feasibility, accuracy and stability of the solution procedure
previously described. several numerical experiments were performed using both uncorrupted and
noisy data for the nonlinear viscoelastic material considered above. Experiments for finear
viscoelastic and nonlinear elastic materials were also conducted and satisfactory results
obtained. Only results for the nonlinear viscoelastic material are presented in the following: those
for linear viscoelastic and nonlinear elastic materials can be found in |14].

Case 1. Uncorrupted dutd
Consider a circular cylindrical rod of unit length whose constitutive model is given by eqn (1)
or. more specifically. hy

atty= K(O)Gletn - ( Gle(T) K'(t - mudr

- 3 - Bl iy .
(_I(E)'_‘E"’B|E.[\fr):Bz'_F(l"_c "y 120)

To generate numerical data. we solved eqns (4), (5) and (6) with x, =0, x, =1, T=0-25,

: ()= 'Sin” 87t O =1<0:125
€ 0 0-125 = 1 =025

Eclt) =10 O< 71028

and with values of the parameters B,. B.. B, and B, given as “exact value™ in Table 1. The
density p was taken to be | for convenience. In applying the method of lines, we took i = (-05.
i.c. the rod was divided into 20 “elements.” Selutions at 19 stations ¥ = 0-05i,§ = 1.2, .19, were
recorded. and they constituted the numerical data &(t). Figure | shows some of the generated
strain histories €d(¢). €(f) and &(r).

For identification. values of the parameters were then considered to be unknown, and the data
€slt). &l1) and €,,(r) were used for their determination: the identification procedure described
earlier was used to this end. Values of the parameters at different stages of iteration are given in
Table 1. and the corresponding predictions of the strain history at station 8 are shown in Fig. 2. It
is seen from Table 1 that the final identified values of B, and B. agree quite well with their exact
values. and although the final values of B.and B, do not match as well with the exact values. the
strain prediction at the 6th iteration (Fig. 2) iy already hardly distinguishable from the data.

A prediction of the strain at all stations was then carrted out using the identified parameter
values and employing é<1) as input. Strain predictions at stations 6 and 9 are shown in Fig. 3.
where their good correlation with the data is evident.

Table 1. Results of parameter identitication—Cuse 1

Parameter Jatue Squared

. ; -—--=- Deviatjon
B, (<1017 w0’ 8, (10-%)

4

Ttaration

IS B K5 1A5IrK) 2,590
LAt oAl 118497 L5799 £ 1306
Ty iCon- I ASTE 2. 18377 1.93020 10,6163 EECEL)
varged)*
Exact 5 5o, 2.18700 .85000 3.00000
value

. . -5 .
*Converqgence is taker ta he rogched if 2acn parametar changes hv less than 1077 times ity salue.
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Fig. 1. Numerically generated strain histories—Case 1.
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Fig. 2. Pulse prediction at various stages of identification—Case 1.

In this case, the integration of the system of nonlinear Volterra integro-differential equations
was performed using a third order Runge-Kutta-Pouzet scheme. A time step At = (-000625 was
used, and the total effective computing time (central processor time plus a prescribed fraction of
peripheral processor time) for identification and prediction on a CDC 6400 digital computer was
286 seconds.

Case Il. Noisy data
The numerical data generated in Case I were corrupted artificially by using the noise model

e()=[(1+e)n +(1—e)l-n)le(r)

where e =0-05 (5% noise) was used. and 7, a normalized pseudo-random variable uniformly
distributed on [0,1], was generated by an existing subroutine, so that the noise model can also be
written as

e(1)=(095+0-17)e(t).
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Fig. 4. Numerically generated noisy strain histories—Case 11,

Figure 4 shows the noisy strain data at stations 5. 8 and 11.

These data were then used for identification. Values of the parameters at different stages of
iteration are given in Table 2. and the corresponding predictions of strain at station 8 are shown in
Fig. 5. A comparison between Tables 1 uand 2 as well as Figs. 2 and 5 shows that, although
more iterations are required for convergence in the noisy case. the final results in this case are no
worse than those in the uncorrupted case: B,. the coeflicient of the nonlinear term. is seen to be
affected most by the noise. It is worth noting that. contrary to common expectation, no difficulty
of any kind arose due to the presence of noise.

Prediction of strain at stations 6 and 9 using parameter values identified by the noisy data was
executed and compared in Fig. 6 with uncorrupted data generated in Case I. Agreement is
excellent: in fact, very little distinction can be made between Figs. 3 and 6. In this case, a third
order Runge-Kutta-Pouzet integration scheme and a time step Ar =0-000625 were used
throughout. and the total effective computing time for identification and prediction was 431
seconds.
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Table 2. Results of parameter identification—Case 11

Parameter Value

e s
B, B,(x10'%)  By(x10'%) B, (x1072)
0 (I’G‘l:;:‘) 0.20000  0.17100 0. 45000 4.50000 75.6904
8 -0.52483  0.18179 1.03208  14.4459 0.81209
15 (Conxr- -0.52471  0.17961 0.91909  10.613 0.73405
ge:
5’3‘?5‘; -0.50000  0.18000 0.85000 8.00000
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Fig. 5. Pulse prediction at various stages of identification—Case 1.
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Fig. 6. Pulse prediction after identification is completed—Case I1.
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Case HI. Uncorrupted data generated by a model different from the proposed model
Instead of using the constitutive model (20) to generate numerical data. we used in this case a
different model. i.e.

(1) = OOV Fle(t) - f Hie(rNJ'(t - 7)d7

Fley=1-¢ " He)=1—-e "™
JOY=22-5x 105, J'(t)= ~60x 10% * —9x 10% * 20

In other words, in order to obtain data, the following equation was solved subject to the same
boundary and initial conditions as in Case I:

"” =J(0) l File) e Frey (—"5)]
ax ax

f [H( )—"*H"( ) )]J(t-r)d'r

where p was again taken to be 1 for convenience. Figure 7 shows the generated strain histories at
stations 5, 8 and 11.

Now despite the fact that these data are generated by using model (21}, we proposed to
identify the material using model (20). The results of parameter identification are shown in Table
3. and the corresponding predictions of strain at station 8§ are shown in Fig. 8.

Predictions of strain at stations 6 and 9 based on identified model (20) were then executed and
compared with data generated based on model (21) in Fig. 9. The agreement between predictions

I_2 ¥ 1 Ll T ' T T T F T T T T ¥ ! LI 1 i H ¥ T T T 1

(e (t) [~ 20@ 0.05:1—> ]
T bdod @ ]
L€l

sin? 87T

08 - t
0 0425

06  NUMERICALLY

STRAIN

GENERATED
= CATA
04
0.2
¢} T R S
0 025
TIME
Fig. 7. Numerically generated strain histories—Case 111,
Table 3. Results of pardmeter identification—Case [H
Parameter Valus .
SQuared
Iteration 7y 13 Jeviation
8 8,(x10'") 8y{x10' 3, Py
o(fhitialy g 50000 9. 18000 4185000 2,500 14,84
7 -0.17148 0.13014 %, 74809 16,6655 1.P2T06
13 {Conver- -0.18077 0.13288 3.86997 v .

ged)
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and data as shown in Figs. 8 and 9 is quite remarkable, considering the fact that they are based on
two completely different models.

On one hand, this demonstrates the non-uniqueness of model representation with respectto a
certain specific purpose, i.e. for a certain intended use, there may be several different but
equivalent models suitable for a given physical system. On the other hand, this strengthens the
hope of acquiring a decent model {useful, but not too complicated) for any given system, because
this example shows that even if the “real model” should be model (21), model (20) does provide a
decent approximation. Furthermore, the fact that one exponential term for K'(¢) in model (20) is
adequate to take the place of two exponential terms for J'(t) in model (21) suggests that the
inclusion of more exponential terms in the usual relaxation or creep function may not always be
substantially helpful, but may only increase the burden of computation in many cases.

The integration scheme and time step used here were the same as in Cases I and II. The total
effective computing time for identification and prediction in this case was 448 seconds.

NONLINEAR VISCOELASTIC WAVES IN POLYETHYLENE AND THE
CHARACTERIZATION OF ITS DYNAMIC PROPERTIES

Having established the feasibility, accuracy and stability of the solution method by the
numerical experiments presented above (and in [14]), we proceed to demonstrate the applicability
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of the method to a real physical system. The Hopkinson pressure-bar technique was emploved to
perform wave propagation experiments on a circular cylindrical polvethylene bar. lin. in diameter
and approximately 3 ft in length with specific gravity equal to 0-896. Upon impact by a projecule
(steel ball) on the end of the bar. a pulse was generated and propagated down the specimen, on
which strain gauges were attached to record the passage of the puise. Figure 10 presenis the
recorded strain histories at four different stations of the bar. (A full account of the experimental
details can be found in [14].) The metamorphosis of the transient as well as the dimunition oi s
amplitude is evident, the later being attributed largely to the viscoelasticity of the materi

In order to carry out the identification procedure, a constitutive model for the material nsed
has to be first hypothesized. It should be emphasized that, in general, if the chosen model s
inadequate to portray the given svstem. then any identification attempt would be futile: ur othes
words. a realistic constitutive model and a sound identification algorithm are both essentil
accomplishing a meaningful and useful characterization of the material properties. In conduct
ing numerical experiments with an identification algorithm to ascertain its feasibility. accer wy
and stabilitv. one seeks to he assured of the soundness of the algorithm: ihus whes an
identification attempt fails to yield expected results, one may turn to alternative representations
of the constitutive model. In the present case. the constitutive model 120) was tried, ind the
results turned out to be quite satisfactory. Following the previously described proceduie ine
strain histories measured at stations S and 1 (Fig. 10) were taken to be the boundary conditions v
the bar segment 5-1. quiescent initial conditions were imposed. the parameter valtues wore
guessed, the strain history at station 3 was predicted. and an objective function consisting ol ine
sum of squared deviations of this predicted strain history from the measured struin history
station 3 was minimized to vield values of the parameters B,. B.. B.and B, in 20, The values i
these parameters at different stages of iteration are given in Table 4. while the corresponding
predictions of strain at station 3 are shown in Fig. 11. Convergence of iteration was taken i i
achieved when each parameter changed by less than 10 ° times its valuc. As can be seen jrom
Table 4, the parameter values at the fifth iteration were quite close to their final values. and tion
Fig. 11. both the final parameter values and those at the fifth iteration vielded fanlyv pood
predictions for the pulse at station 3. In fact, the results of the fifth iteration seemed cven betie
as far as agreement of peak values was concerned (though the twelfth iteration was better ni the
least squares sense). In the identification process, a third order Runge-Kuttu-Pouzet integration
scheme. Ax = lin. (i.c. the bar segment 5-1 was divided into 12 " clements™i. and
0-0025 msec were used throughout: the total effective computing time was 5396 sev,

Since peak amplitude is important for practical purposes. the parameter values ohtained it the
fifth iteration were used next to predict the strain history at station 4 (which had not been used
the identification process) as well as at other stations. To this end. the experimentai datu at station
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Fig. 10. Longitudinal strain histories due to impact by a i-in-dia steel batl
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Fig. 11. Pulse prediction at various stages of identification.

Table 4. Dynamic characterization of polyethylene based on the experimental data (Fig. 10)

Parameter Value

Squared
Iteration 7 < - Deviation
8,{x10") B,(x10%) B,(x107) B, {x10-9)
b/inZ  b/ind/msec  1/msec
g (Initialy  _0.77000 1.25000 0.40000 16.5000 1.48650
Guess
5 -0.54910 0.98624 0.12961 0.66049 0.19099
12(Conver;, -0.59517 0.95702 0.12620 0.49606 0.10153
ged

3rd order Runge-Kutta-Pouzet scheme
Ax = 1 in; At = 0.0025 msec
Total effective computing time = 596 sec

*Convergence is taken to be reached if each parameter changes by less than 10'5 times
its value.

5 were used as the left boundary condition, and the right boundary condition was taken to be zero
at a station 2 ft.-5in. to the right of station 5. (Such a distance was chosen to make sure that
reflections from the right boundary would not arrive at station 1 within 900 wsec.).The results of
the prediction are shown in Fig. 12 by the dashed line. Very good agreement with the data was
obtained except for the rear portion of the pulse at station 1.

To see if such a nonlinear identification was really necessary, i.e. to see if a linear
identification could not have produced equally good results, the same experimental data were
used in IDENTIF[19], a program written for identification of linear viscoelastic materials based
on [1]. Such linear identification required only data from two stations, so that an identification
was made based on data at stations 5 and 3, and stations 5 and 1, respectively. This resulted in
creep functions as shown in Fig. 13, which also includes a 5-parameter least-squares exponential
fit to the averaged creep function obtained by means of the computer program FITEXP [20]. The
5-parameter exponential fit was further used for prediction by means of PREDICT, a companion
program of IDENTIF written on the basis of [21]. The prediction results are presented in Fig. 12
where comparison can be made with nonlinear prediction. It is evident that the nonlinear
prediction was superior to the linear prediction. It is of interest to note that B, = —0:59517 x 10*
indicates a nonlinearity effect of almost 209 at the maximum strain level of 5-67600 x 107" in/in.

CONCLUSION
A method for solving an identification-prediction problem has been presented along with
several numerical experiments demonstrating its feasibility. accuracy and stability: its applicabil-
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Fig. 13, Creep funciions from lincar identification.

ity to real physical systems was investigated by wave propagation experiments conducted on a
polyethylene specimen. Although demonstrated only for a particular class of nonlinear viscoelas-
tic materials, the method can be applied to nonlinear elastic and linear viscoelastic materials with
equal success[14]. In fact. it seems obvious that the method should be applicable to many more
physical problems of the identification-prediction type. The extension of the method to
three-dimensional problems also appears, in principle. to be straightforward if the method of lines
is used to discretize three, instead of one. spatial axis. or. equivalently, if a finite element
discretization is employed. It should be noted that the formulation in terms of stress or particle
velocity can also be easily effected.

As the choice of proper constitutive models is difficult in dealing with real materials, the
practitioner may find some consolation in the results of Case 111 above. where it was possible to
employ a simple model (which was sufficiently rich) to suitably characterize a behavior which
was in actuality more complex than that contained in the simple model used in the identification
procedure. The results of the experimental investigation of polvethvlene bars show that our
method is applicable to real materials. The characterization arrived at. however. should not be
taken as complete:; whether the model identified on the basis of data obtained from experiments
involving a certain input regime is sufficient to predict the material response for inputs in a
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completely different regime remains to be verified. This touches upon the question of the
“domain of applicability” of an identified model, which is briefly discussed in [14] and which
remains an important but, so far, unresolved problem in the field of identification.
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